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Pattern Shift Classification of Kurume Kasuri Using Convolutional Neural Network
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Abstract 
Kurume Kasuri is a traditional cotton fabric from the Chikugo region. The weaving process, which begins with the dyeing of cotton threads, 

produces a subtle shift in the fabric, resulting in a unique blurred pattern, which is an attractive feature of the Kurume Kasuri. If the pattern is too 

far off, it must be sold at a low price, and this is a concern as the evaluation criteria for pattern shift differ among dealers and weavers. Furthermore, 

it is extremely difficult to adjust for pattern shifts and to pass on the tacit knowledge of skilled weavers to younger weavers. In this study, we 

investigate the evaluation criteria of weavers using a questionnaire and construct a convolutional neural network (CNN)-based pattern shift 

classification model to verify whether the evaluation criteria of pattern shift can be unified. Furthermore, we examine the effect of the number of 

training samples on model training and the classification accuracy. As a result, it is possible to classify whether the pattern shift is good or bad using 

the CNN-based model, and it is difficult to unify the evaluation criteria, necessitating the construction of an appropriate model for each weaver. We 

also found that overfitting is suppressed as the number of training samples increases and that the effect on classification accuracy is negligible.
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a Original image b Binarized image c Inversed image d Detected contour

e Obtained rectangle and center  f Extracted range

Fig.1 Procedure for extracting Kurume Kasuri pattern
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CNN good

bad All 2

Kubo Shimogawa Table.1

Fig.2 Questionnaire to weavers (Orimoto)

Table.1 Questionnaire results

The Number of evaluators Average

All 35 0.733

Kubo 13 0.388

Shimogawa 7 0.799
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python Keras

CNN CNN

CNN 1998 Yann LeCun

LeNet Dropout ReLU

2012 ILSVRC Alex Krizhevsky AlexNet (6) (7)

Fig.3 Dropout

ReLU Softmax Categorical 

cross entropy Adam 0.001

Fig.3 Structure of the built model
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3 4 Data augmentation

Table.2 Tra_good good bad

good Tra_bad bad Test_good good Test_bad bad

3 4 80×80×3 RGB

40 16

K 5 K K

K-1 K

K

5 5 Fig.5 ave_tra_loss
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ave_val_loss ave_tra_acc ave_val_loss ave_tra_loss

ave_val_loss

a Noise b Skew

Fig.4 Data augmentation

Table.2 Details of the number of data Tra_good: Training good, Tra_bad: Training bad

All Kubo Shimogawa

half normal noise skew half normal noise skew half normal noise skew

Tra_good 14 29 58 87 21 44 88 132 13 28 56 84

Tra_bad 15 31 62 93 7 16 32 48 15 32 64 96

Test_good 3 5 10 15 3 5 10 15 3 5 10 15

Test_bad 3 5 10 15 3 5 10 15 3 5 10 15

Total 35 70 140 210 34 70 140 210 34 70 140 210
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a Half

b Normal

c Normal + Noise

d Normal + Noise + Skew

Fig.5 Learning processes ave_tra_loss: average training loss function, ave_val_loss: average validation loss function, 

ave_tra_acc: average training accuracy, ave_val_acc: average validation accuracy
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Table.3 96.7%

73.3% 80%

78% 88% 76%

78% 88% 77%

81.3%

90% 76%

Fig.6 0.733

0.388 0.799

3

good bad

Table.3 Average accuracy to test data

All Kubo Shimogawa

Half 96.67% 73.3% 80.0%

Normal 78% 88% 76%

Noise 78% 88% 77%

Skew 81.3% 90% 76%

Fig.6 Effect of number of training samples on learning performance
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(10) Data augmentation

Mixup(11) GAN(12)
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